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Abstract—Integrated sensing and communications (ISAC) has
emerged as a promising technology for predictive beamforming
design in vehicle-to-infrastructure (V2I) networks. Most of the
existing works use a two-step approach for predictive beamform-
ing design. The first step is to estimate the state parameters of
a vehicle (e.g., angle of arrival (AoA), channel state information
(CSI)) from the received sensing signal samples at the road side
unit (RSU). The second step is to determine the beamforming
vector based on the estimated parameters. However, estimation
errors may be introduced in the first step which impacts the
subsequent beamforming design and leads to degradation in
the achievable rate. In this work, by using deep learning, we
propose an ISAC-enabled end-to-end predictive beamforming
(E2E-PB) approach to obtain the beamforming vector directly
from the reflected signal samples. The proposed approach does
not require an intermediate state parameters estimation step.
We develop an attention-based long short-term memory (LSTM)
network to capture the temporal correlation in the reflected
signal samples and determine the beamformer. The network is
trained in an unsupervised manner to maximize the achievable
rate. We compare our proposed E2E-PB approach with two
state-of-the-art schemes, namely, the extended Kalman filtering
framework and a deep learning based two-step approach. The
results show that our proposed E2E-PB approach obtains a
higher achievable rate than the other two baseline schemes,
and has close performance when compared with the optimal
beamforming design with perfect CSI.

I. INTRODUCTION

The sixth-generation (6G) wireless networks are expected to
support various emerging applications and use cases. Applica-
tions such as autonomous and connected vehicles require both
wireless connectivity and sensing capability [1]–[3]. The use
of higher frequency bands and larger antenna arrays facilitates
the implementation of sensing by utilizing wireless network
infrastructures. 6G wireless networks are expected to become
perceptive, which stimulates the development of integrated
sensing and communications (ISAC) techniques [4], [5]. ISAC
integrates the sensing and communications functionalities into
a single system, and enables these two modules to share
the same hardware and spectrum. The coexistence of sensing
and communications can reduce hardware cost, introduce new
services, and improve spectral and energy efficiencies.

One of the key applications of ISAC is predictive beam-
forming design in vehicle-to-infrastructure (V2I) networks.
Conventionally, the road side unit (RSU) periodically transmits
pilot signals to a vehicle using different beamformers [6].
The vehicle sends the index of the beamformer that achieves
the highest rate back to the RSU. However, the conventional

approach incurs a high signaling overhead since pilot signals
and feedback between the RSU and the vehicle are required.
By employing ISAC, the beamformer can be determined based
on the sensing signals reflected by the vehicles, such that the
pilot signals and feedback overhead can be eliminated.

We now summarize some of the recent works on ISAC-
enabled predictive beamforming design in V2I networks. In
[6], an extended Kalman filtering framework for predictive
beamforming is proposed. First, the state parameters (e.g.,
angle of arrival (AoA)) of a vehicle are estimated using
the reflected signal samples at the RSU. After that, the
predictive beamforming is determined based on the estima-
tion results. In [7], a factor graph based message passing
algorithm is developed to estimate the state parameters of a
vehicle, based on which the beamforming vector is designed.
In [8], the position of a vehicle is first predicted based on
the reflected signal samples. Then, the beamforming vector
is determined given the position information. Besides the
aforementioned optimization-based approaches, deep learning
based algorithms have also been proposed for predictive
beamforming in V2I networks. A deep neural network is
developed in [9] to extract the historical angular information
of a vehicle from the reflected signal samples. Then, the
AoA of the vehicle is estimated, and the beamformer is
designed to align with the AoA for the maximization of
the achievable rate. A historical channels-based convolutional
long short-term memory (LSTM) network is proposed in [10]
for predictive beamforming in V2I networks. The historical
channel state information (CSI) is first estimated by the RSU.
The neural network takes the estimated historical CSI as input
and determines the beamforming vector.

The aforementioned works on ISAC-enabled predictive
beamforming design include two steps. The first step is to
estimate the state parameters of a vehicle (e.g., AoA, CSI)
given the reflected signal samples. The second step is to
design a beamformer based on the estimated parameters to
maximize the achievable rate. However, the two-step approach
may not be optimal. This is because estimation errors can
be introduced in the first step. The propagation of error may
impact the subsequent beamforming design and degrade the
achievable rate. To overcome this limitation, in this paper, we
develop an end-to-end approach for predictive beamforming,
which aims to maximize the achievable rate, while bypassing
the intermediate state parameters estimation step. The main
contributions of this paper are summarized as follows:
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• We propose an ISAC-enabled end-to-end predictive beam-
forming (E2E-PB) approach for V2I networks. The pro-
posed E2E-PB approach learns an end-to-end mapping
between the reflected signal samples and beamformer
through neural networks. We apply an unsupervised
learning framework for network training to directly max-
imize the achievable rate of the vehicle.

• We develop an attention-based LSTM network to extract
the temporal correlation in the reflected signal samples.
The output of the network corresponds to the beamform-
ing vector. The use of attention mechanism enables the
network to capture the most important temporal features
in the reflected signal samples.

• We conduct simulation experiments to evaluate the perfor-
mance of the proposed E2E-PB approach. We compare
our proposed approach with two state-of-the-art algo-
rithms, namely, the extended Kalman filtering framework
[6] and the deep learning based two-step design approach
[9]. The results show that our proposed approach provides
a higher achievable rate than the baseline schemes. Our
proposed approach also achieves close-to-optimal perfor-
mance when compared with the optimal beamforming
design with perfect CSI.

The rest of this paper is organized as follows. The system
model and problem formulation for ISAC-enabled predictive
beamforming design are presented in Section II. In Section III,
we present our proposed E2E-PB approach for V2I networks.
Performance evaluation and comparison are shown in Section
IV. Conclusions are drawn in Section V.

Notations: We use boldface lower case letters and boldface
upper case letters to denote vectors and matrices, respectively.
(·)∗, (·)T, and (·)H are used to denote the conjugate, transpose,
and conjugate transpose of a vector or matrix, respectively.
CN and RN denote the sets of N -dimensional vectors with
complex entries and real entries, respectively. CN (µ,Σ) de-
notes the complex Gaussian distribution, where µ and Σ
are the mean vector and covariance matrix, respectively. IN
indicates an identity matrix of size N . We use j to denote the
imaginary unit which satisfies the equation j2 = −1. Re(·)
and Im(·) extract the real part and imaginary part of a complex
number, respectively. We use E{·} to denote the expectation
of a random variable.

II. SYSTEM MODEL AND PROBLEM FORMULATION

Consider a V2I network with one RSU communicating with
a single-antenna vehicle in a road segment. The RSU has sep-
arate antenna arrays with Nt transmit antennas and Nr receive
antennas, which are used for downlink transmission and the
reception of the reflected echo signals, respectively. The RSU
operates at the millimeter wave (mmWave) frequency band
and communicates with the vehicle through a line-of-sight
(LoS) path. The RSU communicates with the vehicle for a time
period T . We divide the time period T into N +1 time slots.
The duration of each time slot is ∆T . We consider multiple-
input multiple-output (MIMO) uniform linear array (ULA) is

ISAC signals

Echo signals

Fig. 1. System model for the considered V2I network.
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Fig. 2. Frame structure of ISAC-enabled predictive beamforming.

adopted at the RSU. The transmit and receive steering vectors
are as follows:

a(θn) =
1√
Nt

[
1 e−jπ cos θn · · · e−jπ(Nt−1) cos θn

]T
, (1)

b(θn) =
1√
Nr

[
1 e−jπ cos θn · · · e−jπ(Nr−1) cos θn

]T
, (2)

where θn is the AoA in the n-th time slot. By exploiting
full-duplex radio technologies, the RSU can receive the echo
signals reflected by the vehicle for sensing while maintain-
ing downlink transmissions simultaneously [11]. The system
model for the considered V2I network is shown in Fig. 11.

The frame structure of the ISAC-enabled predictive beam-
forming is shown in Fig. 2. Similar to other recent works
on vehicle tracking (e.g., [6]–[8]), we assume that the state
parameters of the vehicle and the CSI remain constant during
each time slot. When the vehicle is within the coverage of the
RSU, the RSU first establishes a communication link with
the vehicle through conventional beam training and uplink
feedback [6] in time slot 0. When a communication link is
established, the RSU transmits ISAC signals to the vehicle for
downlink transmission and receives the reflected echo signals
simultaneously. By using ISAC techniques, the RSU can
predict the beamformer for the transmission in the n-th time
slot, where n = 1, . . . , N , based on the information from the
previously received echo signals of the vehicle. In this paper,
we assume that the RSU has established a communication link
with the vehicle in time slot 0 [6]–[10]. In the following, we
investigate the ISAC-enabled predictive beamforming design
stage using an end-to-end deep learning approach.

A. Sensing Model

Let sn(t) ∈ C denote the ISAC downlink signal for the
vehicle at time instant t within time slot n. Without loss
of generality, we assume E{|sn(t)|2} = 1. Let wn ∈ CNt

1Without loss of generality, we consider a single vehicle in this work. Our
proposed E2E-PB approach can easily be extended to a multi-vehicle scenario.
In MIMO mmWave systems, the steering vectors with different AoAs are
asymptotically orthogonal. The RSU can distinguish the reflected echo signals
from different vehicles with different AoAs and extract the echo signal of each
vehicle [6]. Therefore, the beamformers for multiple vehicles can be obtained
directly from the signals reflected by the vehicles.
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denote the beamforming vector at the RSU in time slot n.
The transmitted signal from the RSU can be expressed as

s̃n(t) = wnsn(t) ∈ CNt , 0 ≤ t ≤ ∆T. (3)

The reflected echo signals received at the RSU at time instant
t within time slot n, rn(t) = [r1,n(t) · · · rNr,n(t)]

T ∈ CNr ,
are given by

rn(t) = Gβne
j2πµntb(θn)a

H(θn)s̃n(t− νn) + zn(t), (4)

where G =
√
NtNr is the total antenna array gain. νn and

µn are the time delay and Doppler frequency in time slot n,
respectively. βn = ϱ

2dn
is the reflection coefficient, where ϱ

is the fading coefficient based on the radar cross-section and
dn is the distance between the vehicle and RSU in time slot
n. zn(t) ∈ CNr ∼ CN (0, σ2INr) is the complex Gaussian
distributed noise with zero mean and covariance of σ2INr .

B. Observation Model

Given the reflected echo signals rn(t) in time slot n, the
time delay νn and the Doppler frequency µn can be estimated
by the matched-filtering method [6]:

{ν̂n, µ̂n} = argmax
ν, µ

∥∥∥∥∥
∫ ∆T

0

rn(t)s
∗
n(t− ν)e−j2πµtdt

∥∥∥∥∥
2

, (5)

where ν̂n and µ̂n are the estimated values. We can obtain the
reflected signal samples2 r̄n from the echo signals as follows:

r̄n ≜
∫ ∆T

0

rn(t)s
∗
n(t− ν̂n)e

−j2πµ̂ntdt

= Gβnb(θn)a
H(θn)wn

×
∫ ∆T

0

sn(t− νn)s
∗
n(t− ν̂n)e

−j2π(µ̂n−µn)tdt

+

∫ ∆T

0

zn(t)s
∗
n(t− ν̂n)e

−j2πµ̂ntdt

= Gβn

√
ξb(θn)a

H(θn)wn + z̄n, (6)

where ξ is the matched-filtering gain. z̄n is the measured noise
in time slot n with zero mean and covariance of σ2

r INr .

C. Communication Model

From the communication aspect, at time instant t ∈ [0,∆T ]
in time slot n, the vehicle receives downlink signal from the
RSU. The received signal can be expressed as

yn(t) = G̃
√
αne

j2πµntaH(θn)wnsn(t) + ηn(t), (7)

where G̃ =
√
Nt is the antenna gain, αn = α0(dn/d0)

−ζ is
the path loss coefficient, α0 is the path loss at the reference
distance d0. ζ is the path loss exponent. ηn(t) ∼ CN (0, σ2

c )
denotes the complex Gaussian distributed noise at the vehicle

2We note that the delay and Doppler frequency compensations are important
and common signal processing procedures for sensing [12]. The estimations
of νn and µn are different from the state parameters (e.g., AoA, CSI)
estimations. The state parameters estimation step is not required in our
proposed approach. The matched-filtering gain and the noise power level are
two factors that may affect the performance of predictive beamforming. We
will evaluate the effect of these two factors in Section IV.

with zero mean and variance σ2
c . The received signal-to-noise

ratio (SNR) at the vehicle in time slot n can be expressed as

γn =
|hH

nwn|2

σ2
c

, (8)

where hn = G̃
√
αna(θn) is the channel vector between the

RSU and the vehicle in time slot n. The achievable rate of the
vehicle in time slot n is given by

Rn = log2(1 + γn) = log2

(
1 +

|hH
nwn|2

σ2
c

)
. (9)

It can be observed from (9) that the achievable rate depends
on the transmit beamformer wn. When the beamformer is
perfectly aligned with the channel in the direction of θn, the
achievable rate is maximized.

D. Problem Formulation

In this paper, we aim to maximize the achievable rate
of the vehicle for V2I downlink transmission. The problem
of predictive beamforming design in time slot n can be
formulated as follows:

maximize
wn

Rn = log2

(
1 +

|hH
nwn|2

σ2
c

)
(10a)

subject to ∥wn∥2 ≤ P, (10b)

where P denotes the maximum transmit power at the RSU.
To solve problem (10), it requires accurate estimation of
θn or hn. Some of the related works estimate these two
parameters based on mathematical models (e.g., extended
Kalman filter [6]) or neural networks (e.g., [9]). Given the
estimated parameters, the beamforming vector is determined
to maximize the downlink transmission rate. However, the
parameters estimation step may introduce errors and the sub-
sequent beamforming design stage does not take the effect of
estimation errors into consideration. The achievable rate may
be degraded due to error propagation. Motivated by this fact,
we propose an end-to-end design to bypass the estimation of
state parameters (e.g., θn, hn) and directly target the final
goal, i.e., maximizing the achievable rate. Benefiting from
the universal approximation capability of neural networks, we
propose an E2E-PB approach to learn a mapping between the
beamformer and the received signal samples in the previous τ
time slots through neural networks.

III. PROPOSED E2E-PB APPROACH FOR V2I NETWORKS

In this section, we present the E2E-PB approach for pre-
dictive beamforming design in V2I networks. First, we refor-
mulate problem (10) from an end-to-end learning perspective.
Then, we develop an attention-based LSTM network to solve
the predictive beamforming problem.

The predictive beamforming problem can be considered as
finding a mapping function F(·), which models the input-
output relationship between the reflected signal samples and
the beamforming vector under the transmit power constraint.
Let matrix Γn−τ :n−1 = [r̄n−τ · · · r̄n−1]

T ∈ Cτ×Nr denote
the reflected signal samples in the previous τ time slots.
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Fig. 3. The proposed attention-based LSTM network.

By characterizing the mapping function with neural networks
parameterized by Φ, i.e., F(· ; Φ), we can reformulate
problem (10) as follows:

maximize
Φ

Ehn

{
log2

(
1 +

|hH
nwn|2

σ2
c

)}
(11a)

subject to wn = F(Γn−τ :n−1;Φ), (11b)

where the expectation E{·} is taken over the channel vector
hn. Since the reflected signal samples are time sequence
data, capturing the temporal correlation between the reflected
signal samples is important for predictive beamforming design.
We develop an attention-based LSTM network to extract
the temporal correlation in the reflected signal samples and
determine the predictive beamformer, as shown in Fig. 3. The
detailed network structure is presented as follows.

1) Input layer: Given the reflected signal samples Γn−τ :n−1

with dimension τ × Nr, we can obtain the real and imagi-
nary parts of Γn−τ :n−1 and concatenate them into a matrix
Γ̃n−τ :n−1 ∈ Rτ×2Nr . The input to the network is given by
Γ̃n−τ :n−1, which is defined as follows:

Γ̃n−τ :n−1 = [Re(Γn−τ :n−1) Im(Γn−τ :n−1)] . (12)

We have Γ̃n−τ :n−1 = [r̃n−τ · · · r̃n−1]
T, where r̃l ∈ R2Nr is

the concatenated vector of the real and imaginary parts of rl,
l = n− τ, . . . , n− 1.

2) LSTM cell: The LSTM network can capture both the
short-term and long-term temporal dependencies in the input
sequences. The LSTM cell takes the concatenated reflected
signal samples r̃l, l = n − τ, . . . , n − 1, as input, generates
the hidden state vector gl based on the following operations:

fl = σ (Wf r̃l +Ufgl−1 + bf ) , (13a)
il = σ (Wir̃l +Uigl−1 + bi) , (13b)
ol = σ (Wor̃l +Uogl−1 + bo) , (13c)
c̃l = tanh (Wcr̃l +Ucgl−1 + bc) , (13d)
cl = fl ⊙ cl−1 + il ⊙ c̃l, (13e)
gl = ol ⊙ tanh (cl) , (13f)

where σ(·) and tanh(·) denote the sigmoid and hyper-
bolic tangent activation functions, respectively. ⊙ repre-

sents the Hadamard product. We denote the set ΦLSTM =
{Wf ,Wi,Wo,Wc,Uf ,Ui,Uo,Uc,bf ,bi,bo,bc}, which
includes the weights and biases in the LSTM network. In
addition, fl, il, and ol are the activation vectors for the forget
gate, input gate, and output gate, respectively. cl is the cell
state vector. The cell state vector and activation vectors are the
intermediate vectors generated by the LSTM network, which
are used to update the hidden state vector gl.

3) Attention module: Given an input sequence
{r̃n−τ , . . . , r̃n−1} with length τ , the final hidden state
of LSTM gn−1 contains information for the entire
input sequence. However, using a single vector gn−1 to
represent the information extracted from the sequence
{r̃n−τ , . . . , r̃n−1} may lead to information loss [13]. To
tackle this issue, we apply attention mechanism to the hidden
states {gn−τ , . . . ,gn−1}, such that the hidden states with
more information have larger weights in the output state. The
weights are determined by an attention module. In particular,
we concatenate the final hidden state gn−1 with gl, and form
the vector ḡn−1,l = [gT

n−1 gT
l ]

T, l = n − τ, . . . , n − 1. We
determine the attention weights an−1,l using the following
softmax operation:

an−1,l =
exp

{
vT tanh (Waḡn−1,l)

}∑n−1
k=n−τ exp {vT tanh (Waḡn−1,k)}

,

l = n− τ, . . . , n− 1,

(14)

where Wa and v are the parameters of the attention module.
We denote the set of parameters in the attention module as
ΦATT = {Wa,v}. Then, the output of the attention module
is given by the weighted hidden state vector g̃n−1:

g̃n−1 =

n−1∑
l=n−τ

an−1,lgl. (15)

4) Fully-connected layer: We use a fully-connected layer to
process the temporal features captured by the previous LSTM
layer and the attention module. The sigmoid function is used
as the activation function. Let ΦFC denote the parameters of
the fully-connected network.

5) Output layer: The output of the fully-connected layer is
given by W̃n ∈ RNt×2, which includes the real and imaginary
parts of the obtained beamformer. The beamforming vector w̃n

can be determined as follows:

w̃n = W̃n[1, :] + jW̃n[2, :], (16)

where the first and second terms on the right-hand side are the
first and second columns of matrix W̃n, respectively. Then,
the beamformer is normalized to satisfy the maximum transmit
power constraint at the RSU, i.e., wn =

√
P w̃n/∥w̃n∥.

We stack the LSTM layer, attention layer, and fully-
connected layer together. The set of network parameters is
represented as Φ = {ΦLSTM,ΦATT,ΦFC}. The loss function
is given by

L(wn;Φ) = − log2

(
1 +

|hH
nwn|2

σ2
c

)
. (17)
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Algorithm 1 Proposed E2E-PB Approach
Unsupervised Training:
Input: Training dataset Ttr, initialized network parameters Φinit,
learning rate of the Adam optimizer [14], total number of iterations
Nmax. Niter := 0.
while Niter < Nmax do

Sample a batch of data samples from training dataset Ttr.
Update Φ to minimize the loss function (17) based on Adam
optimizer.
Niter := Niter + 1.

end while
Output: Trained network parameters Φ⋆.
Online Predictive Beamforming:
Input: Trained network F(· ; Φ⋆), test input Γ(ts)

n−τ :n−1.
Predictive beamforming based on the trained network w

(ts)
n =

F(Γ
(ts)
n−τ :n−1;Φ

⋆).
Output: Predicted beamformer w(ts)

n .

We train the proposed network in an unsupervised manner to
minimize the loss function (17) using Adam optimizer [14].
We construct a training dataset Ttr for training. The training
dataset contains Ntr data pairs of different channel realizations,
i.e., Ttr = {(Γ(1)

n−τ :n−1,h
(1)
n ), . . . , (Γ

(Ntr)
n−τ :n−1,h

(Ntr)
n )}. After

training, we can obtain the trained network with parameters
Φ⋆ and perform online predictive beamforming. Given the
testing data, i.e., the reflected signal samples Γ

(ts)
n−τ :n−1 as

input, we can obtain the predictive beamformer w(ts)
n from the

trained network without estimating the channel vector. The
proposed E2E-PB approach is summarized in Algorithm 1.

The computational complexity of the proposed E2E-PB
approach is as follows. For the τ -step LSTM module, the
computational complexity is O(τ(4DiDo + 4D2

o + 4Do)),
where Di and Do are the input and output dimensions of
the LSTM cell, respectively. The computational complexity
of the attention module is O(τD2

o ). The computational com-
plexity for online beamforming is O(τ(DiDo + D2

o )). The
computational complexity for offline unsupervised training is
O(Sτ(DiDo +D2

o )), where S is the number of data samples
used for training.

IV. PERFORMANCE EVALUATION

In this section, we evaluate the performance of the proposed
E2E-PB approach. Unless stated otherwise, the RSU has
Nt = 32 transmit antennas and Nr = 32 receive antennas.
The system is operated at a carrier frequency of 30 GHz. The
path loss exponent ζ is set to 3. The fading coefficient ϱ is
set to 10 + 10j. We set σ2

c to be −100 dBm. The reference
distance d0 = 1 m and the path loss at the reference distance
is given by α0 = −60 dB [7]. We set σ2

r = −60 dBm and
ξ = 10 for the observed reflected signal samples. Without
loss of generality, the RSU is located at coordinate [0, 0]. The
distance between the RSU and the road is 10 m. The initial
position of the vehicle is randomly located on the road within a
range of [−30, 0] on the x-axis. The initial speed of the vehicle
is randomly generated from a uniform distribution between
[8, 12] m/s. The duration of each time slot ∆T is set to 0.02
s. We set τ to be equal to 6. Based on this system setting,
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Fig. 4. The achievable rate of the vehicle versus the maximum transmit power
P at the RSU (Nt = Nr = 32).

we generated 10, 000 samples, where 8, 000 of them are used
for training and the remaining 2, 000 samples are used for
testing. The following results are obtained by averaging 2, 000
Monte Carlo realizations in the testing set. For the proposed
attention-based LSTM network, the size of the hidden states
in LSTM cell, the size of the attention network parameters,
and the number of neurons in the fully-connected layer are set
to 256. The Adam optimizer is used for training the network
with a learning rate of 10−4.

For performance comparison, we include the following three
methods as benchmarks:
• Optimal beamforming design with perfect CSI (Optimal

beamforming): When CSI hn is available at the RSU, the
optimal beamformer is given by w⋆

n = hn. In this case,
the vehicle can obtain the maximum achievable rate.

• Extended Kalman filter (EKF) [6]: The EKF approach
first estimates θn based on a mathematical model, which
describes the kinematic relationship between θn, the
speed of the vehicle, as well as the distance between the
vehicle and the RSU. The beamformer is then determined
based on the estimated θn.

• Deep learning based two-step approach (Two-step DL)
[9]: This approach first extracts the angular information of
the previous time slots from the reflected signal samples
using deep learning. The value of θn is predicted based
on historical angular information. The beamformer is then
obtained based on θn.

In Fig. 4, we show the achievable rate versus the maximum
transmit power P at the RSU. We can observe from Fig. 4
that the proposed E2E-PB approach outperforms the EKF and
the two-step DL schemes. In particular, when P is equal to
30 dBm, the proposed approach can improve the achievable
rate up to 23% when compared with the EKF approach.
The results show the advantages of the proposed end-to-
end learning approach, which bypasses the state parameters
estimation step. Moreover, when P is equal to 45 dBm,
the proposed E2E-PB approach can achieve over 97% of
the achievable rate of the optimal beamforming design with
perfect CSI. This indicates the effectiveness of the proposed
attention-based LSTM network, which can capture the most
important temporal features from the reflected signal samples.

In Fig. 5, we show the achievable rate versus the number of

5717
Authorized licensed use limited to: The University of British Columbia Library. Downloaded on April 22,2025 at 22:51:34 UTC from IEEE Xplore.  Restrictions apply. 



16 32 48 64 80 96

 N
t

4

6

8

10

12

14

A
c
h
ie

v
a
b
le

 r
a
te

 (
b
/s

/H
z
)

Optimal beamforming

Proposed E2E-PB

EKF

Two-step DL

Fig. 5. The achievable rate of the vehicle versus the number of transmit
antennas Nt at the RSU (P = 30 dBm, Nr = Nt).
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Fig. 6. Effect of (a) the noise level σ2
r and (b) the matched-filtering gain ξ

in the received signal samples on the achievable rate (Nt = Nr = 32).

transmit antennas Nt, where the number of receive antennas
Nr is equal to Nt. Results show that the proposed E2E-PB
approach leads to a steady increase in the achievable rate when
the number of antennas increases. It obtains over 96% of the
achievable rate of the optimal beamformer with perfect CSI.
On the other hand, the two-step DL approach suffers perfor-
mance degradation with an increasing number of antennas.
This is due to the fact that the two-step DL approach aims at
minimizing the estimation error of the historical spatial angles
in the first step. The impact of the estimation error is not taken
into account when designing the predictive beamformer. In
this case, the obtained beamformer may deviate from the true
angular direction. As the number of antennas increases, the
formed beam becomes narrow, such that the angular deviation
may lead to more significant performance degradation.

In Fig. 6, we evaluate the effect of σ2
r and ξ in (6) on the

achievable rate of the proposed E2E-PB approach. It can be
observed that different values of σ2

r and ξ have a slight impact
on the performance of the proposed E2E-PB approach. This
demonstrates the robustness of the proposed approach against
the noise power and matched-filtering gain. This is because the
proposed attention-based LSTM network has the capability to
tackle the uncertainty caused by the noise in the signals.

V. CONCLUSION

In this paper, we investigated the ISAC-enabled predic-
tive beamforming design for V2I networks. Different from
existing works which exploit two-step approaches to design
the beamformer, we proposed an end-to-end approach that

bypasses the intermediate state parameters estimation step. The
proposed E2E-PB approach can directly obtain the predictive
beamformer from the reflected signal samples. An attention-
based LSTM network was developed to extract the temporal
correlation from the reflected signal samples and determine the
beamforming vector. The network is trained in an unsupervised
manner which aims to maximize the achievable rate. Simula-
tion results showed that the proposed E2E-PB approach out-
performs two baseline schemes, namely, EKF [6] and the two-
step DL [9]. Results also showed that the proposed approach
achieves close-to-optimal performance when compared with
the optimal beamforming design with perfect CSI. For future
work, we will provide a generalized framework of end-to-end
beamforming design for joint localization, communication,
and tracking with the aid of ISAC.
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